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coupling
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Loops	lead	to	divergences	
(See	Chapter	8,	Sec	8.6.1)
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Example: Consider the one-loop correction to the scalar propagator on  theory.λϕ4
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8.6.1 Regularization methods

There are a variety of regularization methods with di↵erent levels of usefulness. We
discuss some of these below. Every known regularization method violates one or
more symmetries and it is essential to choose a method that preserves the most
important ones for the theory of interest. We summarize some of these below and
we consider dimensional regularization on its own in the next section since it will
be most important to us.

Momentum cut-o↵: A simple momentum cut-o↵, ⇤, violates both Lorentz
invariance and gauge invariance. Violations of gauge invariance remain even after
⇤ ! 1. For example, we find that qµ⇧µ⌫(q)|⇤!1 6= 0. To illustrate why this is,
substitute S(p) ! 6p + m/p2 � m2 + i✏ into Eq. (8.5.20) with a cut-o↵ to give
q⌫⇧µ⌫(q) /

R ⇤
d4` tr[�µ{Sf (`+q)�Sf (`)}]. We can evaluate perturbation theory

integrals in Euclidean space since the Wick rotation gives no contribution from
curves C1 and C3 for `0 in Fig. A.1 of Sec. A.4. From Eqs. (A.4.6) and (A.6.2),

k2 ! �k2
E , d4` ! id4`E and d4`E = (2⇡2)`3Ed`E = ⇡2`2Ed`2E . (8.6.1)

Evaluate the trace, retain leading terms as `2 ! 1 after analytic continuation to
Euclidean space. This leads to

q⌫⇧µ⌫(q) ⇠
R ⇤

d4` tr[�µ 6q � �µ 6`(2q · `/`2)]/`2 ⇠ qµ
R ⇤2

d`2E ⇠ qµ⇤2 , (8.6.2)

which does not vanish as ⇤ ! 1. We have not bothered to indicate the rotation
of qµ and �µ to Euclidean space and back. This result remains true if we attempt
to use some smooth cut-o↵ such as a Gaussian function since any kind of cut-o↵
destroys the momentum-translational invariance of the loop integral. So momentum
cut-o↵s are not appropriate regulators in gauge theories.

Consider the single loop contribution to the scalar 1PI self-energy ⇧(p2) in
(�/4!)�4 theory in Eq. (7.5.49). Using the Feynman rules in Sec. 7.6.1 we have
�i� for the vertex from Eq. (7.6.10), a symmetry factor of S = 2 from a vertical
flip of the loop, a scalar propagator i/`2 � m2 + i✏ and a loop integral

R
d4`/(2⇡)4.

Define the O(�1) contribution to �i⇧(p2) as �i⇧1(p2). With a cut-o↵ it is

�i⇧1(p
2) =

p

�

p

yx

p
�

p
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q
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d µ�

s µ+
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Z ⇤ d4`

(2⇡)4
i

`2 � m2 + i✏
, (8.6.3)

where the result is independent of p2, there are no external lines on a 1PI diagram,
and the subscript 1 denotes O(�1). Rotating to Euclidean space and using rotational
invariance, d4` ! id4`E = i⇡2`2Ed`2E and k2 ! �k2

E we find

� i⇧1 =�i� 1
2 [⇡2/(2⇡)4]

R ⇤2

d`2E [`2E/(`2E +m2)] (8.6.4)

=�i(�/32⇡2)
R ⇤2

d`2E [1�m2/(`2E +m2)]=�i(�/32⇡2)[⇤2�m2 ln({⇤2+m2}/m2)]

=�i(�/32⇡2)[⇤2�m2 ln(⇤2/m2)+O(1/⇤2)] .

We see that ⇧1 is both quadratically and logarithmically divergent as ⇤ ! 1.
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QED is a renormalizable theory: In a renormaliaable theory like QED evaluating loop intergals does not 
introduce new interactions. All divergences can be absorbed into renormalization of the fields, masses 
and so we can define the remormalized QED action in  gauges asRξ
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scattering, �e� ! �e�, are shown in Eq. (8.4.17). Diagram (a) has no divergent
subdiagrams and has convergent loop momenta, whereas the subdiagrams shown
in dashed boxes in diagrams (b) and (c) are divergent. We see that they diverge
when the internal loop momentum in the dashed box goes to infinity.

(a)

9

(b)

9

(c)

9

(8.4.17)

An important theorem by Weinberg and refined by others (Weinberg, 1960; Hahn
and Zimmermann, 1968; Zimmermann, 1968) states that a Feynman diagram inte-
gral converges only if the superficial divergence D of the whole diagram as well as
of every subdiagram is negative. The dashed boxes in Eq. (8.4.17) are examples of
defining a subdiagram. If all momenta flowing in or out of a box are held fixed and
if the subdiagram inside has non-negative D, then it is a divergent subdiagram.

We will later see that we can introduce wavefunction and mass renormalization
as well coupling constant renormalization to deal with the three primitively diver-
gent diagrams either in the form of multiplicative renormalization constants or as
counterterms. We can understand that these counterterms cancel the appearance
of divergent subdiagrams that have the form of the three primitively divergent
diagrams at the one-loop level. The one loop form of these is:

(a)
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(8.4.18)

Overlapping divergences: Di�culties with this simple picture of the removal
of divergences occur when one goes beyond one-loop divergent subdiagrams and has
overlapping or nested divergences. This can occur when we add additional internal
photon lines to the one-loop electron and photon self-energy diagrams:

(a)
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(8.4.19)

The central fermion propagator in diagram (a) and the vertical photon propagator
in diagram (b) have two loop momenta running through them. In both examples the
two divergent integrals are not independent. We need to show that the renormaliza-
tion of fields, masses and couplings is su�cient to remove overlapping divergences.

BPHZ theorem: All divergences in a renormalizable theory are removed by the
renormalization of the primitively divergent diagrams through the renormalization
of fields, masses and coupling constants.

There is an additional assumption in this theorem, which is that for all infinities
to be removed when renormalizing the theory one typically must include all renor-
malizable interactions consistent with the symmetries of the theory. For example,
in a Yukawa theory with interaction g� ̄ a fermion loop with four � external lines
will lead to a logarithmic divergence and so a �4 interaction must be included so
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Bjorken and Drell (1965). Let us denote the renormalized action in R⇠ gauge as
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where the bare fields, masses, charges and gauge parameter are  f
0 , Aµ

0 , mf
0 , qf

0 , ⇠0
respectively and their renormalized versions are  f , Aµ, mf , qf , ⇠. We have the mul-
tiplicative renormalization constants: (i) Zf

2 is the wavefunction renormalization
constant for flavor f ; (ii) Z3 is the wavefunction renormalization constant for the
photon; and (iii) Zf

1 is the charge renormalization constant for flavor f . Comparing
the first, second and third lines of Eq. (8.5.6) we see that we have defined

 f
0 ⌘

q
Zf

2 
f ; Aµ

0 ⌘
p

Z3Aµ ; qf
0 ⌘ Zf

1

Zf
2

p
Z3

qf ; ⇠0 ⌘ Z3⇠ . (8.5.2)

Comparing the last two equalities we see that we have the counterterm coe�cients

Zf
2 ⌘ 1+�f

2 ; Z3 ⌘ 1+�3 ; Zf
2 mf

0 ⌘ mf +�mf ; Zf
1 ⌘ 1+�f

1 . (8.5.3)

We adopt notation consistent with Peskin and Schroeder (1995) here and note
that Schwartz (2013) uses a di↵erent definition of �f

m, which we denote as �0f
m. In

renormalized perturbation theory the relation between between them is defined as
�f
m ⌘ (�0f

m + �f
2 )mf . We can also define the mass renormalization constant Zf

m in
terms of the above quantities,

mf
0 ⌘ Zf

mmf ) Zf
m = [1+(�f

m/mf )]/Zf
2 = 1+�0f

m+O[(�f
2 )2] . (8.5.4)

Note that when we do renormalized perturbation theory if we work to lowest non-
trivial order then we can neglect O(�2) terms and simply use Zf

m = 1 + �0f
m.

Note that the second to last line of Eq. (8.5.1) contains only renormalized quan-
tities. The terms in the last line are referred to as the counterterms, which are
adjusted to absorb divergences as regulators are removed and to leave physical
observables unchanged. Note that ⇠0 = Z3⇠ is the statement that there is no
gauge-parameter counterterm, which follows because only the transverse part of
the photon propagator is dressed by interactions according to the Ward identity in
Eq. (7.5.116), qµ⇧µ⌫ = 0. Also we will later show that

Zf
1 = Zf

2 ) qf =
p

Z3q
f
0 , (8.5.5)
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2 is the wavefunction renormalization
constant for flavor f ; (ii) Z3 is the wavefunction renormalization constant for the
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Note that the second to last line of Eq. (8.5.1) contains only renormalized quan-
tities. The terms in the last line are referred to as the counterterms, which are
adjusted to absorb divergences as regulators are removed and to leave physical
observables unchanged. Note that ⇠0 = Z3⇠ is the statement that there is no
gauge-parameter counterterm, which follows because only the transverse part of
the photon propagator is dressed by interactions according to the Ward identity in
Eq. (7.5.116), qµ⇧µ⌫ = 0. Also we will later show that
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2 ) qf =
p
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Ultraviolet regulator and renormalization point: We will need to introduce some effective regulator to 
control divergences , where the removal of the regulator means . We also need to introduce 
some scale at which we will define the parameters of  the theory. We define this scale as the 
renormalization point  . Clearly the renormalization contestants are  a function of . In a renormalizable 
theory we can hold the parameters of the theory fixed at  and as we take , all divergences are 
absorbed into the renormalization constants. 

Since the choice of  was arbitrary, we can change  and the renormalized charges/coupling constants 
 and masses  so that  the physical properties of the renormalized theory remain unchanged. 

The transformations that do this make up that we call the renormalization group.

Λ Λ → ∞

μ Λ
μ Λ → ∞

μ μ
q(μ) m(μ)
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The renormalized charge at renormalization point µ is related to the standard on-
shell definition of the charge as qf (µ) = lim⇤!1[Z3(µ, ⇤)/Z3(⇤)]1/2qf , where we
recall that all renormalized quantities are finite and ⇤-independent as ⇤ ! 1.

It is convenient to define

Zf
1 (µ0, µ)⌘ lim

⇤!1
[Zf

1 (µ0, ⇤)/Zf
1 (µ, ⇤)], Zf

2 (µ0, µ)⌘ lim
⇤!1

[Zf
2 (µ0, ⇤)/Zf

2 (µ, ⇤)],

Z3(µ
0, µ)⌘ lim

⇤!1
[Z3(µ

0, ⇤)/Z3(µ, ⇤)], Zf
m(µ0, µ)⌘ [Mf (�µ02)/Mf (�µ2)]. (8.5.49)

Then for example comparing two di↵erent renormalization points we have

S̃f (µ0; p) = [Zf
2 (µ0, µ)]�1S̃f (µ; p) , D̃⇢�(µ0; q) = [Z3(µ

0, µ)]�1D̃⇢�(µ; q) ,

qf (µ0) = [Z3(µ
0, µ)]1/2qf (µ0) , mf (µ0) = Zf

m(µ0, µ) mf (µ) . (8.5.50)

Strictly speaking we should distinguish between renormalized quantities with ar-
bitrarily large but finite ⇤ and those with ⇤ ! 1, but since in a renormalizable
theory the limit exists we do not bother to explicitly indicate this subtlety.

Let Z(µ0, µ) be any of the quantities in Eq. (8.5.49). The set of Z(µ0, µ) for all
µ0, µ almost form a group in a sense, but they are not a group. Consider the µ0 subset
of these consisting of all Z’s where at least one argument is µ0. We can define a re-
stricted operation of multiplication on such a subset, Z(µ00, µ) = Z(µ00, µ0)Z(µ0, µ),
but not between arbitrary elements of the full set. The result of the multiplica-
tion, Z(µ00, µ), lies in the full set but not the µ0 subset and so the subset is not
closed under the restricted operation. So neither the full set nor the subset can form
a group under such an operation, since we only satisfy a form of partial closure.
However the restricted operation leads to other group-like properties: associativity :
Z(µ000, µ00)[Z(µ00, µ0)Z(µ0, µ)] = [Z(µ000, µ00)Z(µ00, µ0)]Z(µ0, µ); identity : Z(µ, µ) = 1;
and inverse: [Z(µ0, µ)]�1 = Z(µ, µ0) since Z(µ, µ0)Z(µ0, µ) = Z(µ, µ) = 1. Note
that if we had the situation where Z(µ + �µ, µ) = Z(�µ) for all µ then we could
multiply any two elements of the set together and satisfy closure and we would
then have a group. An analog of this is the evolution operator for a time-dependent
Hamiltonian where Û(t + �t, t) 6= Û(�t) plays the role of Z(µ + �µ, µ) 6= Z(�µ).
With the above in mind we now understand why the set of transformations between
di↵erent renormalization scales is referred to as the Renormalization Group (RG),
even though strictly speaking it is not a group.

For notational simplicity we consider a single fermion flavor with bare mass m0

and bare charge q0. Consider an arbitrary QED bare Green’s function, G
(n ,n�)
bare ,

involving the bare fields A⌫
0 ,  ̄0 and  0 with a total of n fermion operators and

n� photon operators. Since we have A⌫
0 =

p
Z3(µ, ⇤)A⌫ ,  ̄0 =

p
Z2(µ, ⇤) ̄ and

 0 =
p

Z2(µ, ⇤) the bare fields are functions of ⇤ and the renormalized fields are
functions of µ. The bare and renormalized Green’s functions are related by

G
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bare ⌫1,...,⌫n�

(· · · ) = h⌦|TÂ0⌫1(z1) · · · Â0⌫n� (zn� ) ̂0(x1) · · · ˆ̄ 0(xn )|⌦i

= [Z2(µ, ⇤)]n /2[Z3(µ, ⇤)]n�/2h⌦|TÂ⌫1(z1) · · · Â⌫n� (zn� ) ̂(x1) · · · ˆ̄ (xn )|⌦i

= [Z2(µ, ⇤)]n /2[Z3(µ, ⇤)]n�/2G
(n ,n�)
⌫1,...,⌫n� (· · · ) . (8.5.51)

729 Regularization

For brevity we now suppress spacetime indices and coordinates. Note that G
(n ,n�)
bare

depends only on the bare quantities ⇤, q0(⇤), m0(⇤) and ⇠0(⇤). The renormalized
Green’s function G(n ,n�) is independent of ⇤ since QED is renormalizable but
depends on the renormalization scale µ and on q(µ), m(µ) and ⇠(µ). For simplicity
we work in Feynman gauge here so that ⇠0(⇤) = Z3(µ, ⇤)⇠(µ) = 0. So we can write

G
(n ,n�)
bare (⇤, q0(⇤), m0(⇤)) = [Z2(µ, ⇤)]n /2[Z3(µ, ⇤)]n�/2G(n ,n�)(µ, q(µ), m(µ)) .

Recall that we remove the regulator, ⇤ ! 1, while holding all renormalized quan-
tities fixed at any chosen renormalization point, µ. Similarly we vary the renormal-
ization point µ while holding all bare quantities fixed. So by construction
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where we have defined
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We have arrived at the Callan-Symanzik equation, (Callan, 1970; Symanzik, 1970),

✓
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@q
+�mm
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◆
G(n ,n�) = 0 . (8.5.54)

We refer to � as the �-function and to �m as the anomalous mass dimension.
Equations such as the Callan-Symanzik equation are often referred to collectively
as renormalization group equations.

8.6 Regularization

We have been careful to note throughout that some suitable infrared and ultraviolet
regularization has been assumed so that we were dealing with finite quantities
at intermediate steps. The regularization is only to be removed when evaluating
physical amplitudes at the end of calculations. It has been implicitly assumed that
symmetries of the classical system would either be preserved by the regularization
or recovered when the regularization was removed and so be symmetries of the
regularized and renormalized quantum field theory. This is not always the case
however. If for every regulator a symmetry is broken and not restored when the
regulator is removed, then this is referred to as an anomaly of the theory. One
important example of this is the chiral anomaly of Adler, Bell and Jackiw, which
is discussed in Sec. 9.3 (Adler, 1969; Bell and Jackiw, 1969).
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@

@µ

⇣
[Z2(µ, ⇤)]n /2[Z3(µ, ⇤)]n�/2G(n ,n�)(µ, q(µ), m(µ))

⌘

= Z
n /2
2 Z

n�/2
3

✓
µ

@

@µ
+

n�
2

�3 +
n 
2

�2 + �
@

@q
+�mm

@

@m

◆
G(n ,n�), (8.5.52)

where we have defined

� ⌘ µ
@q

@µ
, �3 ⌘ µ

Z3

@Z3

@µ
, �2 ⌘ µ

Z2

@Z2

@µ
, �m ⌘ µ

m

@m

@µ
. (8.5.53)

We have arrived at the Callan-Symanzik equation, (Callan, 1970; Symanzik, 1970),

✓
µ

@

@µ
+

n�
2

�3 +
n 
2

�2 + �
@

@q
+�mm

@

@m

◆
G(n ,n�) = 0 . (8.5.54)

We refer to � as the �-function and to �m as the anomalous mass dimension.
Equations such as the Callan-Symanzik equation are often referred to collectively
as renormalization group equations.

8.6 Regularization

We have been careful to note throughout that some suitable infrared and ultraviolet
regularization has been assumed so that we were dealing with finite quantities
at intermediate steps. The regularization is only to be removed when evaluating
physical amplitudes at the end of calculations. It has been implicitly assumed that
symmetries of the classical system would either be preserved by the regularization
or recovered when the regularization was removed and so be symmetries of the
regularized and renormalized quantum field theory. This is not always the case
however. If for every regulator a symmetry is broken and not restored when the
regulator is removed, then this is referred to as an anomaly of the theory. One
important example of this is the chiral anomaly of Adler, Bell and Jackiw, which
is discussed in Sec. 9.3 (Adler, 1969; Bell and Jackiw, 1969).
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8.6.1 Regularization methods

There are a variety of regularization methods with di↵erent levels of usefulness. We
discuss some of these below. Every known regularization method violates one or
more symmetries and it is essential to choose a method that preserves the most
important ones for the theory of interest. We summarize some of these below and
we consider dimensional regularization on its own in the next section since it will
be most important to us.

Momentum cut-o↵: A simple momentum cut-o↵, ⇤, violates both Lorentz
invariance and gauge invariance. Violations of gauge invariance remain even after
⇤ ! 1. For example, we find that qµ⇧µ⌫(q)|⇤!1 6= 0. To illustrate why this is,
substitute S(p) ! 6p + m/p2 � m2 + i✏ into Eq. (8.5.20) with a cut-o↵ to give
q⌫⇧µ⌫(q) /

R ⇤
d4` tr[�µ{Sf (`+q)�Sf (`)}]. We can evaluate perturbation theory

integrals in Euclidean space since the Wick rotation gives no contribution from
curves C1 and C3 for `0 in Fig. A.1 of Sec. A.4. From Eqs. (A.4.6) and (A.6.2),

k2 ! �k2
E , d4` ! id4`E and d4`E = (2⇡2)`3Ed`E = ⇡2`2Ed`2E . (8.6.1)

Evaluate the trace, retain leading terms as `2 ! 1 after analytic continuation to
Euclidean space. This leads to

q⌫⇧µ⌫(q) ⇠
R ⇤

d4` tr[�µ 6q � �µ 6`(2q · `/`2)]/`2 ⇠ qµ
R ⇤2

d`2E ⇠ qµ⇤2 , (8.6.2)

which does not vanish as ⇤ ! 1. We have not bothered to indicate the rotation
of qµ and �µ to Euclidean space and back. This result remains true if we attempt
to use some smooth cut-o↵ such as a Gaussian function since any kind of cut-o↵
destroys the momentum-translational invariance of the loop integral. So momentum
cut-o↵s are not appropriate regulators in gauge theories.

Consider the single loop contribution to the scalar 1PI self-energy ⇧(p2) in
(�/4!)�4 theory in Eq. (7.5.49). Using the Feynman rules in Sec. 7.6.1 we have
�i� for the vertex from Eq. (7.6.10), a symmetry factor of S = 2 from a vertical
flip of the loop, a scalar propagator i/`2 � m2 + i✏ and a loop integral

R
d4`/(2⇡)4.

Define the O(�1) contribution to �i⇧(p2) as �i⇧1(p2). With a cut-o↵ it is

�i⇧1(p
2) =

p

�

p

yx

p
�

p

W�

q

W+

�µ

d µ�

s µ+

Ry

=�i
�

2

Z ⇤ d4`

(2⇡)4
i

`2 � m2 + i✏
, (8.6.3)

where the result is independent of p2, there are no external lines on a 1PI diagram,
and the subscript 1 denotes O(�1). Rotating to Euclidean space and using rotational
invariance, d4` ! id4`E = i⇡2`2Ed`2E and k2 ! �k2

E we find

� i⇧1 =�i� 1
2 [⇡2/(2⇡)4]

R ⇤2

d`2E [`2E/(`2E +m2)] (8.6.4)

=�i(�/32⇡2)
R ⇤2

d`2E [1�m2/(`2E +m2)]=�i(�/32⇡2)[⇤2�m2 ln({⇤2+m2}/m2)]

=�i(�/32⇡2)[⇤2�m2 ln(⇤2/m2)+O(1/⇤2)] .

We see that ⇧1 is both quadratically and logarithmically divergent as ⇤ ! 1.
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Derivative method: We earlier noted that each derivative of a divergent loop
integral with respect to external momentum increases the power of loop momentum
in the denominator and improves convergence of the integral. This technique simply
throws away any infinite constant of integration in a non-systematic way and so is
not a useful regulator in quantitative calculations.

Pauli-Villars regularization: The essence of Paul-Villars regularization (Pauli
and Villars, 1949) is to subtract from any loop integral the same loop integral with
a much larger mass M in the propagators. This suppresses the loop integral at large
loop momenta, `2 � M2, where masses and external momenta are unimportant.

For example, at one-loop in (/3!)�3 theory with mass m we have an O(2) 1PI
contribution to the � self-energy, �i⇧(p2), given by

�i⇧2(p
2) =

�

e�e�

e+ e+

p

e� e+

e+e�

e� e+

e�e+

p

k � p

k

p

p

�
�+pp

N

⌘ (�i)2 1
2I(p2) , where (8.6.5)

I(p2)⌘
Z

d4`

(2⇡)4


i

`2�m2+i✏

i

(p+`)2�m2+i✏
� i

`2�M2+i✏

i

(p+`)2�M2+i✏

�
.

There is one (�i) for each vertex, a symmetry factor S = 2 for 2! ways to exchange
lines in the loop and no external propagators. Use `0 ! i`E4 , `2 ! �`2E , and d4`E =
2⇡2`2Ed`2E = ⇡2`2Ed`2E . At large `2E we have I(0) = (i/16⇡2)(�1)2

R
d`2E `

2[O(1/`4E)�
O(1/`4E)] and so the large `2E contribution to I is

R
d`2E O(1/`4E) and so converges.

Using a table of integrals we evaluate I at pµ = 0,

I(0) = �(i/16⇡2)(�1)2
R

d`2E `
2
E

�
[1/(`2E +m2)2] � [1/(`2E +M2)2]

 
(8.6.6)

= �(i/16⇡2) ln(M2/m2) .

Here M is now playing the role of the UV regulator written as ⇤ in Sec. 8.5 and so
we take M ! 1 when calculating physical amplitudes. One can arrive at Eq. (8.6.5)
by adding to the theory a ghost particle partner for the � particle that is a scalar
with the same couplings but obeying fermionic statistics and with a large mass
M , i.e., the ghost particle has the wrong spin-statistics connection. Similarly for a
fermion particle  we use a corresponding spin-half spinor field with large mass M 

satisfying bosonic statistics. The sign di↵erence can be understood from Eq. (7.6.2)
as bosons commute in time-ordered products whereas fermions anticommute.

If we attempt to use Pauli-Villars while keeping the cut-o↵ in Eq. (8.6.3) we find
�i⇧PV

1 (p2) = �i⇧1(p2)m�i⇧1(p2)M / [M2 ln(⇤2/M2)�m2 ln(⇤2/m2)+O(1/⇤2)],
which is still logarithmically divergent in ⇤ and so we cannot take ⇤ ! 1. So for
this case a second Pauli-Villars subtraction is required to remove the ⇤ logarithmic
divergence, which complicates matters.

Pauli-Villars regularization was widely used in the early days of quantum field
theory. For an application to QED see for example Bjorken and Drell (1965), Das
(2008) and Schwartz (2013). It preserves the momentum translational invariance
of momentum integrations, while also being an intuitively satisfying means of con-
trolling large-momentum behavior. However, there are a number of shortcomings
that limit its modern use. Firstly, for diagrams with multiple loops one ghost per
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Derivative method: We earlier noted that each derivative of a divergent loop
integral with respect to external momentum increases the power of loop momentum
in the denominator and improves convergence of the integral. This technique simply
throws away any infinite constant of integration in a non-systematic way and so is
not a useful regulator in quantitative calculations.

Pauli-Villars regularization: The essence of Paul-Villars regularization (Pauli
and Villars, 1949) is to subtract from any loop integral the same loop integral with
a much larger mass M in the propagators. This suppresses the loop integral at large
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For example, at one-loop in (/3!)�3 theory with mass m we have an O(2) 1PI
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= �(i/16⇡2) ln(M2/m2) .

Here M is now playing the role of the UV regulator written as ⇤ in Sec. 8.5 and so
we take M ! 1 when calculating physical amplitudes. One can arrive at Eq. (8.6.5)
by adding to the theory a ghost particle partner for the � particle that is a scalar
with the same couplings but obeying fermionic statistics and with a large mass
M , i.e., the ghost particle has the wrong spin-statistics connection. Similarly for a
fermion particle  we use a corresponding spin-half spinor field with large mass M 

satisfying bosonic statistics. The sign di↵erence can be understood from Eq. (7.6.2)
as bosons commute in time-ordered products whereas fermions anticommute.

If we attempt to use Pauli-Villars while keeping the cut-o↵ in Eq. (8.6.3) we find
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1 (p2) = �i⇧1(p2)m�i⇧1(p2)M / [M2 ln(⇤2/M2)�m2 ln(⇤2/m2)+O(1/⇤2)],
which is still logarithmically divergent in ⇤ and so we cannot take ⇤ ! 1. So for
this case a second Pauli-Villars subtraction is required to remove the ⇤ logarithmic
divergence, which complicates matters.

Pauli-Villars regularization was widely used in the early days of quantum field
theory. For an application to QED see for example Bjorken and Drell (1965), Das
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of momentum integrations, while also being an intuitively satisfying means of con-
trolling large-momentum behavior. However, there are a number of shortcomings
that limit its modern use. Firstly, for diagrams with multiple loops one ghost per
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particle is insu�cient and additional ghost particles are required. While it can be
useful in abelian gauge theories where a massive Proca vector boson coupled to
conserved currents is consistent, the method breaks down in the case of nonabelian
gauge theories where massive vector bosons can not be consistently described. The
method also fails in the case of chiral gauge theories where fermions are massless.

Schwinger parameterization and proper time regularization: The Laplace
transform of a function f(s) for s � 0 is F (u) ⌘

R 1
0 ds f(s)e�su, where u 2 C. This

transform is frequently used in studying di↵erential equations. For the special case
of f(s) = sn for n = 0, 1, 2, . . . we have F (u) = �(n + 1)/un+1 = n!/un+1. It was
observed by Julian Schwinger that if 1/u ⌘ i/A was a propagator then

(i/A)n+1 = [1/�(n + 1)]
R 1
0 ds sneisA = (1/n!)

R 1
0 ds sneisA , (8.6.7)

which is the Schwinger paramaterization. Since Feynman boundary conditions give
A = C + i✏ with C 2 R, then the integral converges. Also note that

(1/A1A2) = �
R 1
0 ds1ds2 ei(s1A1+s2A2) = �

R 1
0 dx

R 1
0 d� �ei�[A1+(A2�A1)x] (8.6.8)

=
R 1
0 dx 1/[A1 + (A2 � A1)x]2 =

R 1
0 dx 1/[(1 � x)A1 + xA2]2 ,

where � = s1 + s2, x ⌘ s2/(s1 + s2) = s2/� and s1 = (1 � x)�. Using Eq. (A.2.6)
we find the Jacobian is |�| giving ds1ds2 = �d�dx in Eq. (8.6.8). We also used
�

R 1
0 d� �e��a = d

da

R 1
0 d� e��a = d

da [� 1
ae��a]10 = � 1

a2 . Eq. (8.6.8) reproduces the
Feynman parameterization result in Eq. (A.5.1). Another useful relation is

1

AmBn
=

�(m + n)

�(m)�(n)

Z 1

0
ds

sn�1

(A + Bs)m+n
. (8.6.9)

The variable s in a loose sense is the proper time for the motion of a particle and
so is called the Schwinger proper time, see for example Schwartz (2013).

Consider the �4 one-loop self-energy in Eq. (8.6.3) and perform a Schwinger
parameterization on the Euclidean integral using 1/A =

R 1
0 ds e�sA to give

� i⇧1(p
2) =[�i(�/32⇡2)]

R
d`2E [`2E/`2E + m2] = [· · · ]

R
d`2E `2E

R 1
0 ds e�s(`2E+m2)

= [· · · ]
R 1
0 ds e�sm2R

d`2E `2Ee�s`2E = [�i(�/32⇡2)]
R 1
0 ds (1/s2)e�sm2

. (8.6.10)

Observe that the ultraviolet divergence at large `2E is now replaced by a divergence
at small proper time, s ! 0. The integral can be regulated by introducing a sup-
pression at small s of the form exp(�1/�2s) and this is an example of proper time
regularization. Evaluating the integral using a table of integrals we find

�i⇧1(p
2) = [�i(�/32⇡2)]

R 1
0 ds (1/s2)e�sm2�(1/⇤2s) (8.6.11)

= �i(�/32⇡2)[⇤2�m2 ln(⇤2/m2)+O(1/⇤2)] , (8.6.12)

which is the same as found with the cut-o↵ method in Eq. (8.6.4). For details of
the proof of this result see Das (2008).

Lattice regularization: Euclidean spacetime is put onto a finite four-dimensional
lattice. It has been used with considerable success to study the nonpertubative
behavior of quantum field theories and QCD. It is a first principles approach to

Schwinger proper time regularization: This technique involves making use of Laplace 
transforms and the introducing a regularization parameter to control the divergences of these. It 
is not currently in popular use. 
Lattice field theory regularization: Euclidean spacetime is put onto a finite four-dimensional 
lattice. It has been used with considerable success to study nonperturbative QCD. It is a first 
principles approach to nonperturbative studies of quantum field theory in that it is systematically 
improvable.  Lattice gauge theory is a gauge invariant form of cut-off regularization. Gauge 
invariance is the most important symmetry to maintain in any regularization of gauge theories. 
The lattice violates rotational and translational invariance since it uses a finite spacetime volume, 
but these are recovered in the continuum and infinite volume limits. The treatment of chiral 
symmetry on the lattice requires some care. A introduction to lattice QCD is given in Sec. 9.2.5.
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nonperturbative studies of quantum field theory in that it is systematically im-
provable. Lattice gauge theory is a gauge invariant form of cut-o↵ regularization.
Gauge invariance is the most important symmetry to maintain in any regulariza-
tion of gauge theories. The lattice violates rotational and translational invariance in
Euclidean space since it uses a finite spacetime volume, however these symmetries
are recovered in the continuum and infinite volume limits. The treatment of chiral
symmetry on the lattice requires some care. A brief introduction to lattice QCD is
presented in Sec. 9.2.5.

8.6.2 Dimensional regularization

This is the most useful and the commonly used regularization for perturbative stud-
ies of gauge theories2 and consist of considering spacetime dimension d = 4� ✏. Di-
mensional regularization was developed by ’t Hooft and Veltman to enable the reg-
ularization and subsequent renormalization of nonabelian gauge theories (’t Hooft
and Veltman, 1972; ’t Hooft, 1973), where Pauli-Villars regularization was known to
be unsuccessful. Such theories are also commonly referred to as Yang-Mills theories.
The method works in evaluating Feynman diagrams with overlapping divergences
and respects momentum translational invariance of momentum integrals, i.e., invari-
ance under shifts in the momentum integration variable. It also respects unitarity
and causality. A summary of dimensional regularization is given in Sec. A.6. Com-
plications can arise when considering implicitly four-dimensional quantities such as
✏µ⌫⇢� and �5, which are related since �5 = �(i/4!)✏µ⌫⇢��µ�⌫�⇢��. However this is
only an issue in theories with anomalies. This is discussed further in Sec. 9.3.

In d < 4 dimensions logarithmically divergent integrals such as Eq. (8.6.5) are
convergent without the Pauli-Villars regulator or any form of cut-o↵. We define

d ⌘ 4 � ✏ (8.6.13)

so that ✏ ⌘ 4�d. Beware that the choice 2✏ = 4�d is also common and used in some
texts. We have ⇤ ⇠ 1/✏ as the ultraviolet regulator, where ✏ ! 0+ corresponds to
⇤ ! 1 and is taken at the end of calculations. Because we can make shifts in the
momentum integral then Eq. (8.5.20) remains valid and q⌫⇧µ⌫ = 0 as required.

In natural units the action, S[�] =
R

ddx L, for any theory must be dimensionless
in d dimensions since we exponentiate it in the path integral. Since [ddx] = M�d

then we require [L] = Md. Since [@µ] = M then we can deduce the dimension of any
field from its kinetic term. For example, for scalars we must have [@µ�@µ�] = Md

and so [�] = M(d�2)/2. For a fermion, since we must have [ ̄ 6@ ] = Md, then
[ ] = M(d�1)/2. Since particle masses m appear once for each @µ in the kinetic terms
of theories, then [m] = [@µ] = M. In �4 theory in d-dimensions the interaction term
has dimension [(�/4!)�4] = Md and so [�] = Md�2(d�2) = M4�d. However, since we
prefer to keep the coupling dimensionless as it is in d = 4 we introduce an arbitrary
mass scale, µ, with [µ] = M and make the replacement � ! µ4�d� = µ✏� so that

2 In principle dimensional regularization can also be used in nonpertubative studies although this
is not commonly done, e.g., see Gusynin et al. (1999).
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now [�] = M0. In summary, for �4 theory in d-dimensions the Lagrangian density
is

L = 1
2@µ�@

µ � 1
2m2�2 � (µ4�d�/4!)�4 , (8.6.14)

where � is dimensionless. In the limit ✏ ! 0+ we have µ4�d = µ✏ ! 1 and so
µ and ✏ both become irrelevant in the ✏ ! 0+ limit for physical quantities in a
renormalizable theory. In dimensional regularization the arbitrary mass scale µ can
be used as the renormalization scale µ.

Similarly in d-dimensions we find for the QED Lagrangian density of Eq. (7.6.16)
[Aµ] = M(d�2)/2, [ ] = M(d�1)/2, [m] = M and [qc] = Md�(d�1)�(d�2)/2 = M(4�d)/2 =
M✏/2. Using an arbitrary mass scale µ to keep qc dimensionless in natural units we
replace qc ! µ(4�d)/2qc = µ✏/2qc. The d-dimensional Lagrangian density is

L =  ̄(i 6@ � m) � 1
4 (@µA⌫ � @⌫Aµ)(@µA⌫ � @⌫Aµ) � µ(4�d)/2qc ̄ 6A (8.6.15)

=  ̄(i 6D � m) � 1
4Fµ⌫Fµ⌫ ,

where in d-dimensions the covariant derivative is Dµ = @µ + iµ(4�d)/2qcAµ. In
Yukawa theory we similarly have g ! µ(4�d)/2g = µ✏/2g.

In (/3!)�3 theory we have [(/3!)�3] = Md and so [] = Md�3(d�2)/2 = M3�(d/2)

and so we make the replacement  ! µ3�(d/2) so that [] = M0. In place of
Eq. (8.6.5) we have for the one-loop scalar self-energy

�i⇧2(p
2) = (�iµ3�(d/2))2 1

2

Z
dd`

(2⇡)d

i

`2�m2+i✏

i

(p+`)2�m2+i✏
. (8.6.16)

Again for simplicity choose pµ = 0, which leads to

� i⇧2(0)=
µ6�d2

2

Z
dd`

(2⇡)d

1

(`2�m2+i✏)2
=

µ6�d2

2


i(�1)2

(4⇡)d/2

�
�(2� d

2 )

�(2)

✓
1

m2

◆2� d
2

=
iµ22

2

�(2� d
2 )

(4⇡)d/2

✓
µ2

m2

◆2� d
2

=
iµ22

32⇡2


2

✏
�ln

✓
m2

µ2

◆
��+ln(4⇡)+O(✏)

�

=
iµ22

32⇡2


2

✏
�ln

✓
m2

4⇡e��µ2

◆
+O(✏)

�
=

iµ22

32⇡2


2

✏
�ln

✓
m2

µ̃2

◆
+O(✏)

�
, (8.6.17)

where we used Eqs. (A.6.4) and (A.6.17) and we defined

µ̃2 ⌘ 4⇡e��µ2 (8.6.18)

because this combination occurs frequently. The integral is finite but diverges as
⇤ ⇠ 1/✏ as ✏ ! 0+. We note the emergence of a logarithm in the finite part.

Similarly evaluating the �4 one-loop self-energy in Eq. (8.6.3) using dimensional
regularization and Eq. (A.6.4) gives (Das, 2008)

� i⇧1(p
2) = �iµ4�d� 1

2

Z ⇤ dd`

(2⇡)d

i

`2�m2+i✏
=

µ4�d�

2

Z ⇤ dd`

(2⇡)d

1

`2�m2+i✏

=
µ4�d�

2


�i

(4⇡)d/2

�
�(1� d

2 )

�(1)

✓
1

m2

◆1� d
2

' �im2�

32⇡2
(4⇡)✏/2


�2

✏
+(��1)

�
µ2

m2
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nonperturbative studies of quantum field theory in that it is systematically im-
provable. Lattice gauge theory is a gauge invariant form of cut-o↵ regularization.
Gauge invariance is the most important symmetry to maintain in any regulariza-
tion of gauge theories. The lattice violates rotational and translational invariance in
Euclidean space since it uses a finite spacetime volume, however these symmetries
are recovered in the continuum and infinite volume limits. The treatment of chiral
symmetry on the lattice requires some care. A brief introduction to lattice QCD is
presented in Sec. 9.2.5.

8.6.2 Dimensional regularization

This is the most useful and the commonly used regularization for perturbative stud-
ies of gauge theories2 and consist of considering spacetime dimension d = 4� ✏. Di-
mensional regularization was developed by ’t Hooft and Veltman to enable the reg-
ularization and subsequent renormalization of nonabelian gauge theories (’t Hooft
and Veltman, 1972; ’t Hooft, 1973), where Pauli-Villars regularization was known to
be unsuccessful. Such theories are also commonly referred to as Yang-Mills theories.
The method works in evaluating Feynman diagrams with overlapping divergences
and respects momentum translational invariance of momentum integrals, i.e., invari-
ance under shifts in the momentum integration variable. It also respects unitarity
and causality. A summary of dimensional regularization is given in Sec. A.6. Com-
plications can arise when considering implicitly four-dimensional quantities such as
✏µ⌫⇢� and �5, which are related since �5 = �(i/4!)✏µ⌫⇢��µ�⌫�⇢��. However this is
only an issue in theories with anomalies. This is discussed further in Sec. 9.3.

In d < 4 dimensions logarithmically divergent integrals such as Eq. (8.6.5) are
convergent without the Pauli-Villars regulator or any form of cut-o↵. We define

d ⌘ 4 � ✏ (8.6.13)

so that ✏ ⌘ 4�d. Beware that the choice 2✏ = 4�d is also common and used in some
texts. We have ⇤ ⇠ 1/✏ as the ultraviolet regulator, where ✏ ! 0+ corresponds to
⇤ ! 1 and is taken at the end of calculations. Because we can make shifts in the
momentum integral then Eq. (8.5.20) remains valid and q⌫⇧µ⌫ = 0 as required.

In natural units the action, S[�] =
R

ddx L, for any theory must be dimensionless
in d dimensions since we exponentiate it in the path integral. Since [ddx] = M�d

then we require [L] = Md. Since [@µ] = M then we can deduce the dimension of any
field from its kinetic term. For example, for scalars we must have [@µ�@µ�] = Md

and so [�] = M(d�2)/2. For a fermion, since we must have [ ̄ 6@ ] = Md, then
[ ] = M(d�1)/2. Since particle masses m appear once for each @µ in the kinetic terms
of theories, then [m] = [@µ] = M. In �4 theory in d-dimensions the interaction term
has dimension [(�/4!)�4] = Md and so [�] = Md�2(d�2) = M4�d. However, since we
prefer to keep the coupling dimensionless as it is in d = 4 we introduce an arbitrary
mass scale, µ, with [µ] = M and make the replacement � ! µ4�d� = µ✏� so that

2 In principle dimensional regularization can also be used in nonpertubative studies although this
is not commonly done, e.g., see Gusynin et al. (1999).
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now [�] = M0. In summary, for �4 theory in d-dimensions the Lagrangian density
is

L = 1
2@µ�@

µ � 1
2m2�2 � (µ4�d�/4!)�4 , (8.6.14)

where � is dimensionless. In the limit ✏ ! 0+ we have µ4�d = µ✏ ! 1 and so
µ and ✏ both become irrelevant in the ✏ ! 0+ limit for physical quantities in a
renormalizable theory. In dimensional regularization the arbitrary mass scale µ can
be used as the renormalization scale µ.

Similarly in d-dimensions we find for the QED Lagrangian density of Eq. (7.6.16)
[Aµ] = M(d�2)/2, [ ] = M(d�1)/2, [m] = M and [qc] = Md�(d�1)�(d�2)/2 = M(4�d)/2 =
M✏/2. Using an arbitrary mass scale µ to keep qc dimensionless in natural units we
replace qc ! µ(4�d)/2qc = µ✏/2qc. The d-dimensional Lagrangian density is

L =  ̄(i 6@ � m) � 1
4 (@µA⌫ � @⌫Aµ)(@µA⌫ � @⌫Aµ) � µ(4�d)/2qc ̄ 6A (8.6.15)

=  ̄(i 6D � m) � 1
4Fµ⌫Fµ⌫ ,

where in d-dimensions the covariant derivative is Dµ = @µ + iµ(4�d)/2qcAµ. In
Yukawa theory we similarly have g ! µ(4�d)/2g = µ✏/2g.

In (/3!)�3 theory we have [(/3!)�3] = Md and so [] = Md�3(d�2)/2 = M3�(d/2)

and so we make the replacement  ! µ3�(d/2) so that [] = M0. In place of
Eq. (8.6.5) we have for the one-loop scalar self-energy

�i⇧2(p
2) = (�iµ3�(d/2))2 1

2

Z
dd`

(2⇡)d

i

`2�m2+i✏

i

(p+`)2�m2+i✏
. (8.6.16)

Again for simplicity choose pµ = 0, which leads to

� i⇧2(0)=
µ6�d2

2

Z
dd`

(2⇡)d

1

(`2�m2+i✏)2
=

µ6�d2

2


i(�1)2

(4⇡)d/2

�
�(2� d

2 )

�(2)

✓
1

m2

◆2� d
2

=
iµ22

2

�(2� d
2 )

(4⇡)d/2

✓
µ2

m2

◆2� d
2

=
iµ22

32⇡2


2

✏
�ln

✓
m2

µ2

◆
��+ln(4⇡)+O(✏)

�

=
iµ22

32⇡2


2

✏
�ln

✓
m2

4⇡e��µ2

◆
+O(✏)

�
=

iµ22

32⇡2


2

✏
�ln

✓
m2

µ̃2

◆
+O(✏)

�
, (8.6.17)

where we used Eqs. (A.6.4) and (A.6.17) and we defined

µ̃2 ⌘ 4⇡e��µ2 (8.6.18)

because this combination occurs frequently. The integral is finite but diverges as
⇤ ⇠ 1/✏ as ✏ ! 0+. We note the emergence of a logarithm in the finite part.

Similarly evaluating the �4 one-loop self-energy in Eq. (8.6.3) using dimensional
regularization and Eq. (A.6.4) gives (Das, 2008)

� i⇧1(p
2) = �iµ4�d� 1

2

Z ⇤ dd`

(2⇡)d

i

`2�m2+i✏
=

µ4�d�

2

Z ⇤ dd`

(2⇡)d

1

`2�m2+i✏

=
µ4�d�

2


�i

(4⇡)d/2

�
�(1� d

2 )

�(1)

✓
1

m2

◆1� d
2

' �im2�

32⇡2
(4⇡)✏/2


�2

✏
+(��1)

�
µ2

m2
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introduced a renormalization scale µ through the use of dimensional regularization
and so renormalized quantities will in general depend on µ.The total µ dependence
of any physical observable must vanish. The MS and MS renormalization schemes
are examples of mass-independent renormalization schemes, since the counterterms
have no dependence on any particle masses. This means that the �-function and
other renormalization group parameters are mass-independent as we will see below.

How to use the MS and MS renormalization schemes: Calculate with
renormalized perturbation theory using the Feynman rules and counterterms as for
the on-shell renormalization scheme, except that now there are renormalization-
scale dependent masses, charges and gauge parameters, m(µ), qc(µ) and ⇠(µ). So
it is m(µ) and qc(µ) that appear in Eq. (8.7.61). The physical (pole) mass m and
the physically measurable charge qc are di↵erent from m(µ) and qc(µ). Fixing m(µ)
and qc(µ) at some µ in some scheme in some gauge determines them at every µ and
determines the physical values of m and qc. The counterterm Feynman rules, such
as those in Eq. (8.7.20), are unchanged except that the values assigned to �1, �2,
�3 and �m depend on the scheme. Physical observables must be both µ and gauge
independent and these requirements provide valuable checks on calculations. Recall
from Eq. (8.5.4) that Zm = [1 + (�m/m)]/Z2 and so to O(q2

c ) we have

ZMS
m =1+

�MS
m

m(µ)
��MS

2 = 1+�0MS
m =1� 3qc(µ)2

(4⇡)2


2

✏
+ln(4⇡e��)

�
. (8.7.62)

It is straightforward to obtain the renormalized ⌃(p), ⇧(q2) and ⇤µ(p0, p) at O(q2
c )

in the MS scheme from Eqs. (8.7.23), (8.7.26) and (8.7.32) respectively by setting
�1 = �2 = �3 = �m = 0, removing the (2/✏) terms and writing µ in place of ⌫. To
obtain the results in the MS scheme from the results in the MS scheme we replace
µ̃2 in the logarithms with µ2. This corresponds to the removal of [(2/✏)��+ln(4⇡)]
in place of (2/✏). For example, the vacuum polarization in Eq. (8.7.26) leads to

⇧MS(q2) = � 2

⇡

q2
c

4⇡

Z 1

0
dx x(1�x) ln

✓
m2�x(1�x)q2

µ2

◆
+O(q4

c ) . (8.7.63)

Interpretation of µ as a physical scale: Renormalized perturbation theory
will converge most quickly in powers of the coupling qc when the loop corrections
are as small as possible. Consider the one-loop result for ⇧(q2) above for Q2 =
�q2

⇠> m2. The e↵ects of the loop correction are smallest when µ2 ⇠ Q2. This
pattern continues at higher loops with higher powers of q2

c . So we should choose µ
to be similar to the characteristic momentum scale relevant to the physical process so
that we have optimal convergence at a given order in the renormalized perturbation
theory. In this way we associate µ with the characteristic scale Q2 in a physical
process. So, while the on-shell scheme directly connects with physical mass and
charge, when Q2 is large perturbation theory will converge best in schemes like the
MS or MS with the renormalization scale µ chosen such that µ2 ⇠ Q2.

Adoption of the MS renormalization scheme: From this point onwards we
always work in the MS renormalization scheme unless stated otherwise. We will no
longer explicitly use the MS label on quantities but leave it to be understood.

Renormalizing with dimensional regularization: To implement calculations of renormalized 
perturbation theory with dimensional regularization requires a considerable amount of 
machinery. Some of these tricks and needed results are shown on the following pages. The 
calculations require some effort.
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813 Feynman parameterization

during the Wick rotation we have p0x0 ! (ei✓p)(e�i✓x) = px ! (ip0)(�ix0) =
p4x4. Then p ·x 2 R is fixed throughout the Wick rotation and a Fourier transform
remains so thoughout. The Feymnan prescription for the contour integration shown

Im(p0)

Re(p0)
�Ep

Ep

p0

|p0|!1

C1

C3

�

6B;m`2 k3, qB+F `Qi�iBQM

e�

�̄e

e�

�̄e

W�

W�

n p

n p

e�

e�

W�

W�

n p

�M

n p

6B;m`2 kN, UTX 98kV

R9

tFigure A.1
Wick rotation is allowed if there are no poles or cuts in the first or third quadrant of
the complex p0 plane and if the arcs C1 and C3 have a vanishing contribution.

in Fig. 6.1. For the Feynman propagator DF (x) we can deform the integration
along the real p0 axis to one along the imaginary p0 axis (the p4 axis), where for
each p ⌘ |p0| we hold p · x fixed. The lengths of contours C1 and C3 in Fig. A.1
increase linearly with p while the integrand falls o↵ like 1/p2 and so as p ! 1 their
contribution vanishes. So the Cauchy integral theorem means that the integral along
real axis has become an integration along the imaginary axis (the p4 axis) and

DF (x) =

Z
d4p

(2⇡)4
ie�ip·x

p2 � m2 + i✏
!

Z
d4pE

(2⇡)4
e�ipE ·xE

pE2 + m2
= DE(xE) . (A.4.7)

The Wick rotated Feynman propagator is the Euclidean propagator DE(xE). We
can arrive at this with simple transcriptions in Eqs. (A.4.1) and (A.4.6), however
this is only valid since: (i) there were no poles or cuts in the first and third quadrants;
and (ii) contours C1 a and C3 at infinity give no contribution. The naive substitution
is adequate for pertubative calculations but not nonperturbatively.

A.5 Feynman parameterization

To simplify the evaluation of loop integrals in perturbation theory there are a
number of useful identities as we will see in Sec. A.6. The simplest of these is

1

A1A2
=

Z 1

0
dx1dx2

�(x1+x2 � 1)

[x1A1+x2A2]
2 =

Z 1

0
dx

1

[xA1+(1�x)A2]
2 . (A.5.1)814

The parameters x1, x2, and x are all referred to as Feynman parameters. The proof
of this result is straightforward from right to left using

Z 1

0
dx

1

[ax + b]2
=

1

a

Z a+b

b
dy

1

y2
=

1

a


�1

y

�a+b

b

=
1

(a + b)b
, (A.5.2)

where we have used the change of variable y = ax + b and where we identify
a = (A1 � A2) and b = A2. After di↵erentiating Eq. (A.5.1) n1 � 1 times with
respect to A1 and n2 � 1 times with respect to A2 we immediately obtain

1

An1
1 An2

2

=
�(n1+n2)

�(n1)�(n2)

Z 1

0
dx1dx2 �(x1+x2�1)

xn1�1
1 xn2�1

2

[x1A1+x2A2]
n1+n2

, (A.5.3)

since

dn1+n2�2

dAn1�1
1 dAn2�1

2

1

A1A2
= (�1)n1+n2�2 (n1�1)!(n2�1)!

An1
1 An2

2

, (A.5.4)

dn1+n2�2

dAn1�1
1 dAn2�1

2

1

[x1A1+x2A2]2
= (�1)n1+n2�2 (n1 + n2 � 1)! xn1�1

1 xn2�1
2

[x1A1+x2A2]n1+n2
.

Here we have used the usual Gamma-function, �(↵), where �(n) = (n � 1)! for
integer n. Since both sides of Eq. (A.5.3) are well-defined when we extend n1 and
n2 to noninteger or complex powers (they are each analytic functions of these
powers) it then follows that this result extends to

1

A↵1
1 A↵2

2

=
�(↵1 + ↵2)

�(↵1)�(↵2)

Z 1

0
dx1dx2 �(x1+x2�1)

x↵1�1
1 x↵2�1

2

[x1A1+x2A2]
↵1+↵2

, (A.5.5)

where ↵1, ↵2 2 C. This result can be further generalized to

1

A↵1
1 A↵2

2 · · · A↵n
n

=
�(↵1 +· · ·+↵n)

�(↵1) · · · �(↵n)

Z 1

0

(
Qn

i=1 dxi x↵i�1
i ) � (1�

Pn
i=1 xi)

[x1A1+· · ·+xnAn]↵1+↵2+···+↵n
(A.5.6)

for complex powers ↵1, ↵2, · · · , ↵n 2 C.
It can be useful to have the results

Z
dx xm ln x = xm+1

✓
ln x

m+1
� 1

(m+1)2

◆
for m 6= �1 ,

)
Z 1

0
dx xm ln x =

Z 1

0
dx (1�x)m ln(1�x) = � 1

(m+1)2
. (A.5.7)

A.6 Dimensional regularization

Integrals that are logarithmically divergent in four dimensions are finite in d = 4�✏
with ✏ > 0. In d-dimensions we have

gµ⌫gµ⌫ = �µ
µ = d . (A.6.1)
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815 Dimensional regularization

Here we understand that a2 means a2 � i✏F , where ✏F leads to the Feynman bound-
ary conditions and is not to be confused with the ✏ in d = 4� ✏. It is safest to Wick
rotate to Euclidean space, analytically continue to d-dimensions and the continue
back to Minkowski space.

Solid angle and volume in d-dimensions: Consider some d-dimensional
sphere with radius R in d-dimensonal Euclidean space. The volume of the sphere,
Vd, and the solid angle, ⌦d, are defined according to

R
sphere,R dd` =

R
d⌦d

R R
0 `d�1d` = Vd with

R
d⌦d = ⌦d . (A.6.2)

It follows that

Vd = ⌦d

Z R

0
d` `d�1 = ⌦d

1

d
Rd with ⌦d =

2⇡d/2

�(d/2)
, (A.6.3)

since ⇡d/2 = (
R 1

�1dx e�x2

)d =
R

dd` e�~̀2

=
R

d⌦d

R
d` `d�1e�` 2

= ⌦d
1
2�(d

2 ). Using
�(n) = (n�1)! and �( 1

2 +n) = (2n)!
p

⇡/4nn! gives familiar results: ⌦2 = 2⇡, ⌦3 =
4⇡ and ⌦4 = 2⇡2 for a circle (S1), sphere (S2) and three-sphere (S3) respectively.
The corresponding volumes are: V2 = ⇡R2, V3 = 4

3⇡R3 and V4 = 1
2⇡2R4.

Evaluating loop integrals in d-dimensions: The following Minkowski-space
results are useful,

Z
dd`

(2⇡)d

1

(`2�a2)↵
=


i(�1)↵

(4⇡)d/2

�
�(↵� d

2 )

�(↵)

✓
1

a2

◆↵� d
2

(A.6.4)
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
i(�1)↵

(4⇡)d/2

�
d

2

�(↵� d
2 �1)

�(↵)

✓
1

a2

◆↵� d
2 �1

(A.6.5)

Z
dd`

(2⇡)d
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(`2�a2)↵
= �


i(�1)↵

(4⇡)d/2

�
gµ⌫

2
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1
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(A.6.6)
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(A.6.7)

Z
dd`

(2⇡)d

`µ`⌫`⇢`�

(`2�a2)↵
=


i(�1)↵

(4⇡)d/2

�
1

4

�(↵� d
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�(↵)

✓
1

a2

◆↵� d
2 �2

⇥ [gµ⌫g⇢�+gµ⇢g⌫�+gµ�g⌫⇢] . (A.6.8)

These results are most easily shown by Wick rotating to Euclidean space, where
dd` ! idd`E , (`2 � a2) ! �(`E2 + a2) as explained in Sec. A.4. Useful formulae for
arriving at the above results for convergent integrals are

R
dd` `µ`⌫f(`2) =

R
dd` 1

d `2 gµ⌫f(`2) , (A.6.9)
R

dd` `µ`⌫`⇢`�f(`2) =
R

d4` 1
(d+2)d

�
`2

�2
[gµ⌫g⇢�+gµ⌫g⇢�+gµ⌫g⇢�]f(`2). (A.6.10)

Note that for an odd number of momenta `µ`⌫ · · · such integrals vanish, while for
any even number, 2n, we must have a completely symmetrized sum of n factors of
the metric tensor gµ⌫ , where the appropriate normalization can be deduced.
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When extending from integer, n 2 Z, to noninteger spacetime dimensions, d 2 R,
we define the contraction identities with n replaced by d = 4 � ✏,

�µ�µ = (4 � ✏)I , �µ 6k�µ = �(2�✏) 6k , �µ 6k 6`�µ = 4k · `�✏ 6k 6` ,

�µ 6k 6` 6p�µ =�26p 6` 6k+✏ 6k 6` 6p . (A.6.19)

The trace identities can be generalized to trI = f(d) and tr(�µ�⌫) = f(d)gµ⌫ , where
f(d) is some arbitrary smooth function of d (Itzykson and Zuber, 1980) such that
f(n) = nmatrix. We will almost exclusively be interested in analytically continuing
from n = 4 dimensions to d = 4 � ✏ dimensions. Without loss of generality it is
convenient to choose f(d) = 4 for d = 4 � ✏ so that, e.g.,

trI = 4 , tr�µ = 0 and tr(�µ�⌫) = 4gµ⌫ . (A.6.20)

It is important to use gµ⌫g⌫µ = �µ
µ = d before taking ✏ ! 0. These choices have

the advantage that the trace identities in d = 4� ✏ dimensions are the same as they
are in four-dimensions, i.e., the identities in Eqs. (A.3.24) to (A.3.29) still apply.

The definition of �5 is intrinsically four-dimensional due to its definition in terms
of the four-dimensional antisymmetric tensor ✏µ⌫⇢� in Eq. (A.3.5). A variety of
recipes for defining �5 in d-dimensions exist, (see, e.g., Chanowitz et al. (1979);
Fujii et al. (1981) and references therein). However, common practice Muta (1987);
Ynduráin (1983) is to simply assume that in d-dimensions there exists some hermi-
tian matrix �5 which satisfies

{�µ, �5} = 0 , �5 = �5† , (�5)2 = I . (A.6.21)

This is an adequate definition of �5 in d-dimensions in anomaly free theories. The
original proposal of ’t Hooft and Veltman (’t Hooft and Veltman, 1972), was to
define �5 ⌘ i�0�1�2�3 in any dimension such that {�5, �µ} = 0 for µ = 0, 1, 2, 3
but [�5, �µ] = 0 otherwise. To understand what this means in practice see for
example the discussion of the Adler-Bell-Jackiw anomaly, in Peskin and Schroeder
(1995). This ’t Hooft-Veltman definition of �5 successfully reproduces the correct
form of the Adler-Bell-Jackiw anomaly equation, which is also referred to as the
axial anomaly in QED and is necessary to understand the decay of the neutral
pion into two photons, ⇡0 ! ��. It is an example of a chiral anomaly, which is
the anomalous nonconservation of a chiral current, where in turn an anomaly in
quantum field theory is said to occur when a symmetry of the classical theory is
not a symmetry of any regularization of the quantum field theory.

For further discussion of the above issues and for additional references see for ex-
ample Collins (1984), Itzykson and Zuber (1980), Muta (1987), Peskin and Schroeder
(1995), Schwartz (2013) and Ynduráin (1983).

A.7 Group theory and Lie groups

We provide a brief summary of some of the results needed for our discussions.
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Note: Dimensional regularization has preserved the Ward identity  as we wanted!qμΠμν = 0

743 Renormalized perturbation theory

Eq. (8.7.21) require d⌃2(p)/d 6p| 6p=m = 0 and ⌃2(p)| 6p=m = 0. Using 2 � d
2 = ✏

2 and
neglecting O(✏) terms gives to O(↵2),

�2 =
q2
c

(4⇡)d/2

Z 1

0
dx

�(2 � d
2 )(⌫2)2�(d/2)

{(1�x)2m2+xm2
�}2�(d/2)

(8.7.24)

⇥
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�

)#
,

�m = m�2 � q2
c

(4⇡)d/2

Z 1

0
dx

�(2 � d
2 )(⌫2)2�(d/2)m[2(2 � x) � ✏(1 � x)]

{(1�x)2m2+xm2
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(8.7.25)

= m�2 � q2
c

4⇡

m

2⇡

Z 1

0
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"(
2

✏
�ln

(1�x)2m2+xm2
�
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)
(2�x)�(1�x)

#
.

Renormalized vacuum polarization: The renormalized vacuum polarization
is i⇧µ⌫(q)(p) = i⇧µ⌫

2 (q)(p) + O(q4
c ), where ⇧µ⌫(q) =

⇥
�gµ⌫q2 + qµq⌫

⇤
⇧(q2) from

Eq. (7.5.117). The calculation of the O(q2
c ) contribution is

i⇧µ⌫
2 (q) =

p

k � p

k

p

p

� + p

�

p

p p1 pi�1 pi pi+1 pn�1 p� = pn

k1 ki ki+1 kn

p p1 pi�1 pi pi+q pi+1+q p�+q

k1 ki ki+1

q

kn

j

+

Gc

w

x y

z

9

(8.7.26)
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where we neglected O(✏) terms and we have a (�1) from the fermion loop. Here q is
from left to right, the loop momentum ` flows clockwise, the top and bottom fermion
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FInally: We state without the detailed proofs two very important results from one-loop calculations in 
QED. First the running coupling  increasing logarithmically with scale  below and on the following 
page running mass  logarithmically decreasing with scale .

α(μ) μ
m(μ) μ

754 Symmetries and Renormalization

3⇡/↵(µa). Choosing µa = me = 0.511 MeV and the corresponding on-shell value
↵(me) ' 1/137 we find that the singularity occurs at µb = ⇤QED, where

ln
⇤2

QED

m2
e

⌘ � 4⇡

�0↵(me)
=

3⇡

↵(me)
' 1, 291 ) ⇤QED ' 10286 eV . (8.7.70)

⇤QED is referred to as the Landau pole. The above expressions are only meaningful
when µ < ⇤QED, since otherwise ↵(µ) = g2(µ)/4⇡ would become negative. Obvi-
ously our leading order approximation will begin to break down when µ � me, but
if the QED � function remains finite and positive at all scales a singularity will
eventually occur. The scale 10286 eV is so high that there is no practical di�culty
associated with the Landau pole, however its existence does suggest that QED on
its own is a trivial theory as discussed earlier in Sec. 5.2.1.

We can also define a �-function in terms of ↵ as a power series expansion in ↵.
Following the conventions of Schwartz (2013) for the coe�cients �i we write

�(↵)⌘µ
@↵

@µ
=

2e

4⇡
µ

@e

@µ
=

2e

4⇡


e3

12⇡2
+O(e5)

�
⌘�2↵


�0

↵

4⇡
+�1

⇣ ↵

4⇡

⌘2
+· · ·

�
, (8.7.71)

where comparing with Eq. (8.7.67) we see that this �0 is indeed the �0 = �4/3 as
defined earlier. We can rewrite Eq. (8.7.69) as

↵(µb) =
1

[�0/4⇡]{[4⇡/�0↵(µa)]�ln(µ2
a)+ln(µ2

b)}

=
4⇡

�0{ln(µ2
b)�ln(⇤2

QED)} =
4⇡

�0 ln(µ2
b/⇤2

QED)
=

2⇡

�0 ln(µb/⇤QED)
, (8.7.72)

where the first line shows that [4⇡/�0↵(µa)] � ln(µ2
a) must be independent of µa

and so it can be replaced with [4⇡/�0↵(me)]� ln(m2
e) = � ln(⇤QED). This is a very

powerful one-loop result that shows that: (i) since �0 = �4/3 < 0 and µ < ⇤QED

then ↵(µ) increases with increasing renormalization scale; and (ii) the coupling at
scale µ is determined by the location of the Landau pole, ⇤QED. Since ↵(µ) =
e(µ)2/4⇡ � 0 and �0 < 0 then Eq. (8.7.72) can only be valid when µ < ⇤QED,
which means that ln(µ/⇤QED) < 0 for all relevant µ. The e↵ective replacement of
the dimensionless coupling ↵ with a dimensionful scale ⇤QED is sometimes referred
to as dimensional transmutation. Using this formula we find that the value of the
fine structure constant at the Z-boson mass is approximately ↵naive(MZ) ' 1/134.
However, at high-momentum scales we should also include the photon coupling to
more massive charged particles including the µ and ⌧ leptons, the quarks and the
W± bosons. The measured value at MZ is ↵(MZ) ' 1/128.

The anomalous mass dimension �m(µ) is defined in Eq. (8.5.53) and the bare
mass m0(✏) = Zm(µ, ✏)m(µ) is independent of µ. It then follows that

0=µ
@m0

@µ
=µ

@(Zmm)

@µ
=Zmm


µ

m

@m

@µ
+

µ

Zm

@Zm

@µ

�
) �m =� µ

Zm

@Zm

@µ
. (8.7.73)

To use this result note that Zm(µ, ✏) depends on µ only through qc(µ) so that

Note:  and so we are not going to easily access this scale!ΛQED ∼ 10286 eV
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@Zm/@µ = (@Zm/@qc)(@qc/@µ). Then using @Zm/@qc = @�0
m/@qc with Zm = 1+�0

m

in Eq. (8.7.62) and �(qc) = µ(dqc/dµ) = �(✏/2)qc + O(q3
c ) we then find to O(q2

c ),
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)
, (8.7.74)

where Eq. (8.7.72) was used in the last step. The definition �m = (µ/m)(@m/@µ)
can be rearranged as dm/m = d ln m = �mdµ/µ = �md ln µ = �md ln(µ/⇤QED)
since d ln(µ/⇤QED)/d ln µ = 1. Again choosing qc = �e = �|e| and integrating this
equation from µa to µb we find
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
m(µb)

m(µa)

�
=

Z µb

µa

d ln


µ

⇤QED

�
�m(µ)=

Z µb

µa

d ln


µ

⇤QED

�
(�3)

�0 ln(µ/⇤QED)

=(�3/�0) ln[ln(µb/⇤QED)/ ln(µa/⇤QED)]

) m(µb)

m(µa)
=

"
ln(µ2

b/⇤2
QED)

ln(µ2
a/⇤2

QED)

#�3/�0

=


↵(µa)

↵(µb)

��3/�0

=


↵(µa)

↵(µb)
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, (8.7.75)

where we used Eq. (8.7.72). We refer to this m(µ) as the QED running mass and
we see that at one-loop in QED the running mass logarithmically decreases with
renormalization scale. This has occurred because �m < 0 in QED. Since ⇤QED is so
large this growth is very slow. To verify that we recover �m in Eq. (8.7.74) from this
solution, define C such that m(µ) = C ln(µ/⇤QED)�3/�0 . Then we confirm that

�m(µ) =
µ

m

dm(µ)

dµ
= µ


�3

�0

�
1

ln( µ
⇤QED

)

d ln( µ
⇤QED

)

dµ
=

�3

�0 ln( µ
⇤QED

)
. (8.7.76)

8.7.6 Renormalization group flow and fixed points

Assume that we know the �-function �(g) of some theory with coupling g(µ). If
the �-function has one or more zeros then interesting things occur. Consider for
example the �-function shown in Fig. 8.2, which has zeros at g = 0, g1, g2. Recall
that �(g) = (1/µ)(dg/dµ) = dg/d ln µ. So when �(g) > 0 then g(µ) increases with
ln µ and when �(g) < 0 then g(µ) decreases with ln µ. So as µ increases g(µ) will
flow in the directions of the arrows in Fig. 8.2.

g1 g20

g

�(g)

tFigure 8.2
Illustration of a �-function with three zeros, �(0) = �(g1) = �(g2) = 0. The arrows
indicate the direction of the flow of the coupling g(µ) as µ increases.


